Abstract

According to Einstein, General Relativity contains the essence of Mach’s ideas. Mach’s principle can be summarized by stating that, the inertia of a body is determined by the rest of the mass-energy content of the universe. *Inertia here arises from mass-energy there.* The latter, was a statement made by John Wheeler in his last book *Gravitation and Inertia*. Einstein believed that to be fully Machian, gravity would need a radiative component, an action-at-a-distance character, so that gravitational influences on a body from far away could be felt immediately. In 1960’s, Hoyle and Narlikar (HN) developed such a theory which was a gravitational version of the Absorber theory derived by Wheeler–Feynman for classical electrodynamics and later expanded upon by Davies and Narlikar for quantum electrodynamics. The HN- field equation has the same type of mass fluctuation terms as in the Woodward Mach effect thruster theory. The force equation, used to predict the thrust in our device, can be derived from the mass fluctuation. We outline a new method for deriving the force equation. We present new experimental tests of the thruster to show that the thrust seen in our device is not due to either heating or Dean drive effects. Successful replications have been performed by groups in Austria and Canada, but their work is still pending in the peer review literature.
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1. Introduction: Einstein & Mach’s principle

Mach’s principle was the name Einstein gave, in 1918, to the proposition that the inertia of a body is the result of the gravitational interaction between the body and the rest of the mass-energy in the universe. In 1912, Einstein considered the gravitational interaction of a spherical shell of material and a point mass located at the center of the shell, [1]. What he found was that the mass shell increases the inertial mass of the particle inside the shell. According to Einstein, this suggested that the entire inertial mass of the material particle is an effect of the presence of all other masses in the universe, based on a gravitational interaction with the latter. The Einstein shell paper was for a weak (linear approximation of) gravitational theory but later Lynden Bell, carried out a similar particle shell scheme for a strong gravitational field and found a similar result [2]. At this time, Einstein understood his ideas on gravity and inertia were just speculations, as he did not then possess a “serviceable dynamical theory of the gravitational field”. A few years after his development of the general theory of relativity, Einstein published his 1921 Princeton lectures in a small book, The Meaning of Relativity [3]. This book contains his most extensive comments on Mach’s ideas and his interpretation of them.

Moreover, Einstein had come to appreciate that, as inertial forces are acceleration dependent forces, they had at least one of the signatures of radiative interactions. This had led him to draw a distinction between, as he called it, “the relativity of inertia” and “Mach’s principle”. Mach’s principle, which he took to encompass the radiative nature of the presumed interaction between test particles and the rest of the “matter” in the universe, he claimed was based on “action-at-a-distance” as inertial forces are experienced instantly on the application of “external” forces. The relativity of inertia merely required that inertia and inertial forces be dependent on the presence of a field to act on accelerating objects, and thus could be encompassed by his theory of gravity; general relativity. The type of action-at-a-distance that Einstein was talking about was the Newtonian type: instantaneous communication of effects over finite distances. The modern concept of action-at-a-distance is one that is consistent with the principle of relativity.

This paper is a follow on to paper I [4] where we develop the theory of the Mach effect thruster and derive the mass fluctuation which accounts for the thrust in our device. Our device is a space drive, it is a propellentless thruster which uses electricity only and no fuel is ejected out of a tailpipe. In this second paper we document a little more of the history behind the theory of the device and outline the experimental results and report on replication papers already in the literature.

1.1. Absorber theory

The modern version of action-at-a-distance was first introduced in the 1920s by Hugo Tetrode [5] and Adriaan Fokker [6]. It was Fokker’s action that Dirac invoked when he wrote his classic paper on the self-energy and radiation reaction issues for classical electrons in 1938 [7]. All relativistic wave equations have advanced solutions. This makes seemingly instantaneous action possible as advanced waves, travel backward in time, and can be used to communicate the influence of future events to the present. Dirac’s radiation field could be though of as made of half retarded minus half advanced Lienard Wiechert potential fields. Dirac showed that this radiation field gives exactly the well known relativistic result for radiation reaction which can be found in standard text books on electromagnetism. John Wheeler and Richard Feynman [8] showed that what makes the theory work, is complete absorption of all retarded waves propagating into the future, and the generation of advanced waves as the absorber is acted upon. These combine with the retarded waves to produce what appears to be a purely retarded interaction. Paul Davies & Hoyle–Narlikar had originally extended the classical electrodynamics absorber theory for relativistic QED. Later Cramer [9] introduced his transactional interpretation of quantum mechanics, also using absorber theory, which is fully consistent with the Copenhagen interpretation but eliminates the instantaneous collapsing wave function. See also Kastner [10].
Absorber theory, which is a direct particle interaction theory, never caught on. Wheeler never abandoned it and was still writing about direct particle interactions in his last book, *Gravitation and Inertia* 1995. Feynman recounts that when he presented the theory to a Princeton Physics Department colloquium [11]:

Wolfgang Pauli who was sitting next to Einstein, said: ‘I do not think this theory can be right because of this, that and the other thing.’ . . . At the end of this criticism, Pauli said to Einstein, ‘Don’t you agree, Professor Einstein? I don’t believe this is right, don’t you agree, Professor Einstein?’ Einstein said, ‘No,’ in a soft German voice that sounded very pleasant to me, very polite. ‘I find only that it would be very difficult to make a corresponding theory [i.e., an action at a distance theory] for gravitational interactions.’

Einstein didn’t need to try to construct such a theory, for he was certain that inertia was already accounted for as a gravitational phenomenon in general relativity. General relativity does not encompass the version of Mach’s principle that includes inertial actions as radiative in nature.

1.2. Hoyle-Narlikar theory

Fred Hoyle and Jayant Narlikar [12, 13, 14] tried to generalize general relativity to correct this perceived defect in the mid-1960s by constructing an action-at-a-distance theory of gravity along the lines of the Wheeler-Feynman absorber theory of electrodynamics. The theory did not find much favor at the time, no doubt in part due to Hoyle’s ardent support for steady state cosmology. But there was a more fundamental problem, quickly spotted by the then graduate student Stephen Hawking [15]. The analogy between electrodynamics and gravity is not exact. Electromagnetic fields can be “screened” by matter. So, they will be absorbed if there is sufficient matter along the future light cone. This is not true for the gravitational interaction as it is normally understood. While energy can be extracted (absorbed) from gravitational waves, the underlying gravitational field is not absorbed. That is, gravity cannot be “screened” by any known substance or process. Not yet anyway.

Hawking [15] was quick to see that this meant that all gravitational influences, propagating at speed c, do so into the infinitely distant future and if the retarded influences can get there, the advanced influences can get back to the present. This means that the integral of all of the advanced contributions from those propagating influences will diverge. Unless one’s theory of gravity allows for an “absorption” or “screening” mechanism, it would seem that this objection to action at a distance gravity is insurmountable. What is needed is a way to cut the gravitational interaction off at a finite distance. Accelerating expansion of the universe can do the trick. Since we have covered this material elsewhere [16, 17], we will not repeat the derivation here and only state that when the acceleration of the universe is properly taken into account, there exists a Rindler horizon which acts as a cut off and the advanced wave integral no longer diverges [16].

1.3. Hoyle-Narlikar Results relating to the Mach Effect Thruster

In the conformal theory of Hoyle and Narlikar [18], the smooth fluid approximation alone leads to the field equation:

\[
\frac{1}{2} m^2 \left( R_{\alpha\beta} - \frac{1}{2} g_{\alpha\beta} R \right) = -3T_{\alpha\beta} + m(g_{\alpha\beta} g^{\mu\nu} m_{\mu\nu} - m g_{\alpha\beta}) + 2 (m g_{\alpha\beta} - \frac{1}{4} m g_{\gamma\delta} g_{\alpha\beta})
\]

(1)

a further conformal transformation is needed to convert this equation into the Einstein field equation, see below.

\[
R_{\alpha\beta} - \frac{1}{2} g_{\alpha\beta} R = -\kappa T_{\alpha\beta}
\]

(2)

where \( \kappa = 6/m_0^2 \equiv 8\pi G \) and \( c = 1 \). The Einstein field equation takes a simpler form, which is analogous to solving in the rest frame in special relativity. The stress-energy tensor normally used in General Relativity is that for a “perfect fluid” (or ideal gas) in the rest frame of the fluid, see p140 MTW [19].
To connect with the Woodwards mass change equations, which were originally derived from Einstein’s results and Maxwell’s, we consider the extra terms in Eq. (1) alone. The extra terms are on the right side of the equation along with the energy stress tensor. The 4-momentum density can be written,

\[ T_{\alpha\beta}u^\alpha n^\beta = T_{\alpha\beta}n^\alpha u^\beta = -n_\mu dp^\mu / dV \]  

(3)
as measured by an observer in a Lorentz frame with 4-velocity \( u^\alpha \) along the \( \hat{n} \) direction [19] page 131. If we write in the minus sign and a factor of 1/3, we can envelope the mass parts as belonging to the energy stress tensor, then the extra terms become, [20]

\[ \frac{m^2}{2} \delta M = \frac{m}{3} (g_{\alpha\beta} g^{\mu\nu} m_{\mu\nu} - m_{\alpha\beta}) - \frac{2}{3} (m_{\alpha\gamma} m_{\gamma\beta} - \frac{1}{4} m_{\gamma\gamma} m_{\alpha\beta} g_{\alpha\beta}) \]  

(4)

where the \( \delta M = 8\pi G\delta m_0 \), see below. Consider the time component only in a flat space-time using \( g_{\alpha\beta} \approx diag(-1,1,1,1) \) Taking the Christoffel symbols (of the covariant derivatives) to be zero, and using \( c = 1 \) for consistency,

\[ \frac{m^2}{2} \delta M = \frac{2m}{3} \left( \frac{\partial^2 m}{\partial t^2} \right) - \frac{1}{2} \left( \frac{\partial m}{\partial t} \right)^2 \]  

(5)

when we divide by \( m^2/2 \) (which is multiplied throughout in Eq. (1)) we get mass fluctuation terms as follows,

\[ \delta M = \frac{4}{3m} \left( \frac{\partial^2 m}{\partial t^2} \right) - \frac{1}{m^2} \left( \frac{\partial m}{\partial t} \right)^2 . \]  

(6)

Apart from a 4/3 numerical factor, these are the mass fluctuation terms, originally derived by one of us JFW [21]. These results were reported in the last Joint Propulsion Conference Ohio 2014, [17], but at that time we had not shown that the Hoyle Narlikar (HN) theory could yield a non-divergent advanced mass integral [16]. Using the advanced waves built into HN-theory, it is possible to explain momentum conservation of the Mach effect thruster device.
1.4. Derivation of Force from Mass fluctuation Equation.

Our standard derivation for the force is not ideal by any means. It should be considered an estimate only, and appears to give predictions within an order of magnitude of the actual result. For example see Woodward’s book [21] and papers [22, 23]. Here, we give a brief discussion for convenience and explain how we intend to improve the force derivation in the near future. The Mach effect mass fluctuation, with correct factors in front, is given by the first term in Eq. (6).

\[ \delta m_0 \approx \frac{1}{4\pi G} \left( \frac{\partial^2 m}{m_0 \partial t^2} \right) = \frac{1}{4\pi G} \left( \frac{\partial P}{\rho_0 c^2 \partial t} \right) \]

\approx \frac{1}{4\pi G \rho_0 c^2} F \cdot \ddot{a} \quad (7)

where energy \( E = mc^2 \) and power \( P = dE/dt = (d/dt)(\vec{F} \cdot \vec{v}) = \vec{F} \cdot \vec{v} \) and \( dP/dt \approx \vec{F} \cdot \ddot{a} \). The \( \rho_0 \) is mass density, and the volume used would be the volume of the PZT stack. The first line of the above equation shows that the basic mass fluctuation depends on \( \partial P/\partial t \) the rate of change of power. It is possible to continue the calculation from this point and not proceed, as we had in previous works, to the second line of Eq. (7) above. An alternative way to calculate the mass fluctuations is by assuming power \( P(t) \), complex impedance \( Z(\omega) \), voltage \( V(t) \), current \( i(t) \) and complex number \( j = \sqrt{-1} \), to please the engineers, and define the following:

\[ V(t) = V_0 \cos(\omega t + \phi_v) = Re\{V_0 \exp[j(\omega t + \phi_v)]\} \]

\[ i(t) = i_0 \cos(\omega t + \phi_i) = V_0 |Z| \cos(\omega t + \phi_v - \phi_z) \]

\[ P(t) = i(t)V(t) \]

\[ Z(\omega) = |Z| \exp(j\phi_z) \quad (8) \]

After some simple trigonometric manipulation we get,

\[ P(t) = \frac{V_0^2}{|Z|} \cos(\omega t + \phi_v - \phi_z) \cos(\omega t + \phi_v) \]

\[ \therefore \frac{dP}{dt} = \frac{\omega V_0^2}{|Z|} \left[ \sin \phi_z \cos(2\omega t + 2\phi_v) - \cos \phi_z \sin(2\omega t + 2\phi_v) \right] \]

\[ = -\frac{\omega V_0^2}{|Z|} \sin(2\omega t + 2\phi_v - \phi_z) \quad (9) \]

where we have used expansions for \( \cos(A - B) \) and \( \sin(A - B) \) in the above derivation. The complex impedance, (see figure 2.) is given by

\[ \frac{1}{Z} = \frac{1}{Z_0} + \frac{1}{Z_1} \]

\[ = j\omega C_0 + \frac{1}{(R_1 + j\omega L_1 + \frac{1}{j\omega C_1})} \]

\[ = j\omega C_0 + \frac{j\omega/L_1}{(\omega_1^2 - \omega^2 + j\omega\tau_1)} \quad (10) \]

where \( \omega_1^2 = 1/(L_1 C_1) \) and \( \tau_1 = R_1/L_1 \). After some manipulation it can be shown that,

\[ \frac{1}{|Z|} = \omega C_0 \left[ (\omega_1^2 - \omega^2 + 1/(L_1 C_0))^2 + \omega^2 \tau_1^2 \right]^{1/2} \]

\[ \phi_z = \tan^{-1} \left[ \frac{(\omega_1^2 - \omega^2)(1/L_1 + C_0(\omega_1^2 - \omega^2)) + \omega^2 C_0 \tau_1^2}{(\omega_1^2 - \omega^2)\omega C_0 \tau_1 - \omega \tau_1 (1/L_1 + C_0(\omega_1^2 - \omega^2))} \right] \quad (11) \]
On resonance when \( \omega = \omega_1 \) we find,

\[
\left| \frac{1}{Z} \right| = \omega_1 C_0 \left[ 1 + \frac{1}{R_1^2 C_0^2 \omega_1^4} \right]^{1/2}
\]

\[
\phi_z = \tan^{-1} \left[ -\omega_1 C_0 R_1 \right]
\]

(12)

where we have substituted back for \( \tau_1 \) in terms of \( R_1/L_1 \).

The \( dP/dt \) result gives us a \( \omega^2 \) type dependence on \( \delta m_0 \), since \( 1/|Z| \) is proportional to \( \omega \) on resonance. When combined with the acceleration expression (from the Mason model below) gives a force proportional to \( \omega^3 \), or possibly \( \omega^2 \) off resonance. Both this method and the one below give us a thrust dependence on \( V_0^4 \). The \( V^4 \) dependence only works when we drive with a single input voltage, and use the natural electrostriction of the material to generate the second harmonic frequency. We are not directly supplying the second harmonic frequency.

In previous work, we had always taken the second line interpretation and proceeded in terms of bulk acceleration. The previous assumption was that if no bulk acceleration of the object takes place, there would be no Mach type mass fluctuation. We had previously taken a sum over all the masses that make up the acceleration. The previous assumption was that if no bulk acceleration of the object takes place, there would be no Mach type mass fluctuation. We had previously taken a sum over all the masses that make up the device. Using \( \vec{F} = \sum_j (m_j \vec{a}_j + m_j \vec{a}_j') \) where \( \vec{a}_j' \) is some random thermal type acceleration due to Brownian motion \([25]\). The resulting mass fluctuation is caused only by the center of mass (COM) motion of the device,

\[
\delta m_0 \approx \frac{1}{4\pi G_0 c^2} m_0 a^2 ,
\]

(13)

where \( (1/m) \sum_j m_j \vec{a}_j = \vec{a}_{COM} = a \) where \( m \) is the total mass of the device and \( m_j \) are the masses of all the parts. The simplest Mach effect depends on the square of the acceleration of the COM of the body in which it is produced. \([21, 22, 23]\). The thrust comes about by applying a periodic force at the frequency of the mass fluctuations. The force and the mass fluctuations need to be in phase to deliver maximum thrust. If these terms are out of phase we would expect zero thrust, and that indeed is what we see in practice.

The chief response of the PZT stack is piezoelectric. The stack responds to a periodic voltage,

\[
V = V_0 \cos(\omega t + \phi_v) .
\]

(14)

The PZT stack has both a piezoelectric and an electrostrictive response. The easiest way to include the piezo and electrostrictive constants is via the displacements in the material. The electrostrictive response corresponds to \( V^2 \) so acts at twice the frequency. The piezoelectric response produces the greatest mass fluctuation (the electrostriction also causes a lesser fluctuation which we ignore here) whilst the electrostrictive response produces the force on the device at the correct frequency to produce thrust, when they are in phase. The stack displacement goes approximately as \([23]\),

\[
x(t) = x_0 + N f_p K_p V + N f_p K_e V^2
\]

(15)

where \( N \) is the number of discs in the stack, \( f_p \) is the preload factor, \( x_0 \) is the length of the stack for zero applied voltage and \( K_p, K_e \) are the piezoelectric and electrostrictive constants of the material respectively. Values can be found in our previous work \([21, 22, 23, 24]\). The velocity and acceleration are just the first and second time derivatives of \( x(t) \). It is usual to find that \( K_p > K_e \) when both properties are present in the same material. The mass fluctuation can arise from both the piezoelectric term and the electrostriction. The largest term for \( a^2 \) is \(-\omega^2 K_p N f_p V_0 \cos \omega t)^2\) from the piezoelectric term, when we take the phase \( \phi_v = 0 \), it becomes,

\[
a^2 = \frac{\omega^4 m_0 K_p^2 (N f_p)^2 V_0^2}{8\pi G_0 c^2} (1 + \cos 2\omega t)
\]

(16)

we have neglected smaller terms here for convenience only. Using only electrostriction for the external applied force, we get,

\[
\ddot{x} = -2\omega^2 N f_p K_e V_0^2 \cos(2\omega t + 2\phi_v)
\]

(17)
here we have left in the arbitrary phase $\phi_v$. The force on the stack then becomes,

$$|F| \approx \delta m_0 \dddot{x}$$

$$\approx \frac{m_0 (N_f)^2 K_p^2 V_0^2 \omega^4}{8 \pi G \rho_0 c^2} (1 + \cos 2\omega t) \dddot{x}$$

$$\approx \frac{(N_f)^3 K_e^2 V_0^4 \omega^6}{4 \pi G \rho_0 c^2} [\cos(2\omega t + 2\phi_v) + \cos(2\omega t + 2\phi_v) \cos 2\omega t]$$

If the phase difference between the piezoelectric and the electrostriction is zero, then we get for the magnitude of the thrust/force,

$$F \approx \frac{\omega^6 m_0 K_p^2 K_e (N_f)^3 V_0^4}{8 \pi G \rho_0 c^2} [1 + 2 \cos 2\omega t + \cos 4\omega t]$$

The trigonometric terms time average to zero, but the unity term does not and leads to the constant thrust seen in our device to first approximation. However, when there is a phase difference $\phi_v = \pi/4$ between the starting voltages for the piezoelectric effect and the electrostriction, then this will lead to a $\pi/2$ change in the acceleration squares terms because the electrostriction depends on voltage squared. The force then becomes,

$$|F| \approx \frac{\omega^6 m_0 K_p^2 K_e (N_f)^3 V_0^4}{8 \pi G \rho_0 c^2} \sin(2\omega t) \cos 2\omega t$$

$$\approx \frac{\omega^6 m_0 K_p^2 K_e (N_f)^3 V_0^4}{4 \pi G \rho_0 c^2} \sin(2\omega t) \cos^2 \omega t$$

which oscillates and time averages to zero. Clearly, we require the mass fluctuation (caused primarily by the piezoelectric effect) and the applied force (caused by electrostriction) to be in phase, to see thrust.

In summary force equation prediction for the Mach effect is given by Woodward in his book [21] and in previous works [22]. Usually $4\pi$ is removed from the denominator so that S.I. units may be used for the parameters. The latest version of the rough force equation is,

$$F \approx \frac{\omega^6 m_0 K_p^2 K_e (N_f)^3 V_0^4}{8 \pi G \rho_0 c^2}$$

where $\omega$ is the angular resonant frequency of the device, $K_p, K_e, N, f_p$ are the previously defined constants and $\rho_0$ is the density of PZT and $c$ is the velocity of light in a vacuum. $V_0$ is the applied maximum voltage. We assumed previously that $N_f \approx x_0$ where $x_0$ is the active length of the PZT stack of discs, this appeared to give us reasonable numbers. We are not convinced of the $\omega^6$ dependence but we are limited in our applied frequency range due to the design and size of the devices. So far our resonant frequencies have been in the range 26-40 KHz, not a sufficiently large range to determine the thrust response to frequency experimentally. We hope to increase that range of resonant frequencies by building new devices of a different design to get higher resonant frequencies. With our present experimental range of resonant frequencies, we do not see a 10 times increase in thrust, which the $\omega^6$ would predict. The thrust increase that we see is more consistent with either an $\omega^2$ or an $\omega^3$ dependence which corresponds with a 2.4 or 3.6 times increase respectively in thrust. The preload factor $f_p$ is almost certainly a factor $< 1$, so that a frequency dependence of $1/f_p$ (or some power) would lead to an increase in resonant frequency. We need to find an exact relationship between resonant frequency and preload.

A quick look at the online literature shows that the usual model used by the engineering community for piezoelectric materials is the Mason Model [26] or Butterworth-van Dyke equivalent circuit. This is a very basic description, we will need to add more detail and diagrams later. We have drawn the basic circuit in Fig 2. This has the convenient feature that the equivalent LCR circuit is similar to a damped driven harmonic oscillator equation of the form,

$$m \dddot{x} = F_{\text{piezo}} - k \cdot x - m \gamma \cdot \dddot{x} - F_\text{ext}$$

$$L \cdot \dddot{q} = U_{\text{piezo}} - \frac{1}{C} \cdot q - R \cdot \dddot{q} - U_{\text{out}}$$

(22)
The system mass is equivalent to inductance $L$, a large value drags the resonant frequency down. The system stiffness $k$ (like a spring constant) is equal to the inverse capacitance $C$. A high value increases the resonance of the device. The system damping $\gamma$ is equivalent to a resistance $R$. Damping will lead to increased heat dissipation. $k/m = \omega_0^2$ is the resonant frequency of the device. If we set $F_{\text{ext}} = 0$ and rearrange the force equation above we get,

$$\ddot{x} + \gamma \cdot \dot{x} + \frac{k}{m} \cdot x = \frac{F_{\text{piezo}}}{m}.$$  \hspace{1cm} (23)

This can easily be solved by assuming that $F_{\text{piezo}} \propto \exp(i\omega t)$ by using a trial solution $x(t) = x_0 e^{i\omega t}$ to give,

$$x(t) = \frac{F_{\text{piezo}}/m}{(k/m - \omega^2) + j\omega\gamma}.$$  \hspace{1cm} (24)

which when differentiated with respect to time gives,

$$a = -\omega^2 \frac{F_{\text{piezo}}/m}{(k/m - \omega^2) + j\omega\gamma}.$$  \hspace{1cm} (25)

Off resonance, if $k/m$ and $\gamma$ are much smaller than the frequency $\omega$, the frequency dependence can cancel in the acceleration term and so we are left with $a = F_{\text{piezo}}/m$ and all the frequency terms (outside the trigonometric functions) then come from the differentiation of the electrostriction terms above. The result would be that a factor of $\omega^4$ would be cancelled out of the $a^2$ term in Eq. (11) and the final force expression would be Eq. (16) with a $\omega^2$ dependence, which is far more reasonable. This is the case when the quality factor becomes independent of the frequency. The phase dependence still holds.

However, if $k/m = \omega_1^2$ the resonant frequency of the device, and the frequency $\omega = \omega_1$ is on resonance, this leads to a linear frequency dependence of acceleration, $|a| \propto \omega F_{\text{piezo}}/m$. This would result in a force term proportional to $\omega^3$, only if the electrostriction can be treated in the same way as the piezoelectric force. If we use the $dP/dt$ approach for the mass fluctuation and the on resonance Mason result for acceleration we would also get the $\omega^3$ dependance for the force. This requires further study and is a topic of ongoing research. It is assumed, in the basic Mason model, that there is only one resonant frequency whereas in fact there will be more than one, and harmonics present, so a more involved equivalent circuit will be necessary.
2. New Experimental Results for the MET

Here we describe the work, in the last 6 months, in the Woodward laboratory at California State University Fullerton, Physics department. Figure 1 shows a photo of one of our latest devices, in an open Faraday cage. The device is shown vertically but when the box is closed the device would be horizontal. You can see the end of the balance beam inside the plastic vacuum chamber. The device is made from a stack of lead zirconium titanate (PZT) discs, glued as a stack of capacitors with positive plates facing positive and negative facing negative. The objective is propellantless propulsion, where the rest mass of some object, a stack of PZT crystals in fact, is caused to fluctuate periodically with a varying applied voltage. A second periodic force is applied to the stack, acting in one direction when the stack is less massive, and the opposite direction when it is more massive, to produce a steady thrust in one direction. If the piezoelectric effect were the only electro-mechanical effect present in the crystals, a mass fluctuation would be produced, but no thrust would be generated. To generate thrust you have to apply a voltage to the stack comprised of two frequencies, one to produce the mass fluctuation, and the second to produce the mechanical oscillation at the frequency of the mass fluctuation to generate a periodic force. The frequency of the second force turns out to be twice the frequency of the voltage that produces the mass fluctuation. If the material (say PZT) possesses the property of electrostriction, since electrostriction depends quadratically on the applied voltage, the second, double frequency voltage signal can be dispensed with, for the signal that produces the mass fluctuation will also produce the mechanical oscillation at the second harmonic needed to convert the mass fluctuation into a periodic force that acts only in one direction producing propellant-less propulsion.

We have thermistors embedded in the aluminum end cap and the brass reaction mass. Thrust forces in the devices are very small, on the order of a few micro-Newtons. A very sensitive torsional thrust balance was constructed to measure the predicted forces. It consists of a beam supported by “c-flex” flexural bearings that provide a small restoring torque when the beam is displaced from its rest position.

Details of the device and experimental set up can be found in previous works, [21, 17, 22, 23, 24]. Our standard operating procedure is that the device is run in say the forward direction and data taken, then we reverse the direction and take more data. To get the thrust we subtract the averaged reverse data from the forward data, thus removing any non reversing signals in the process. This signal processing gives us much cleaner thrust data, but it should be pointed out that thrusts are measurable with a clear signature of several micro-Newtons, well above the noise level (5 to 10 standard deviations) on each individual run.

2.1. Thermal results and Dean drive effects

As one might guess, there is a linear dependence on voltage for the heating of the device, see [20]. It occurred by accident that we found ourselves with a device that had been partially depoled. This could be due to overuse and heating effects most likely. This device, called device 4, showed no thrust at all, see Fig. 3. We compare the device 4 with a similar device 1 which was still showing thrust. One should note that the maximum voltage going into device 4 actually exceeds the voltage going into device 1. We also took data of the temperature of the devices while the voltage was applied.

Two thermal effects are important: First, heating or cooling of the device during operation will cause the expansion/contraction of parts of the device, causing the center of mass of the device to move, resulting in rezeroing of the position of the balance beam. Second, motion induced by heating/cooling will produce forces on the balance when the velocity induced by heating/cooling changes. That is, thermally induced accelerations of parts of the device are present. Qualitatively, these are expected when the heating rate changes. In Fig 4, you can see that both devices get hot (green curve) but only device 1 shows any thrust (red curve). Clearly heating is not the cause of the thrust.

Dean drive effects depend on the coefficient of friction in relatively moving parts differing as the relative speed of the parts changes – allowing a displacement in one direction to accumulate more rapidly than average, as the vibration continues. Asymmetry effects, rather than being accumulated displacements, depend on the expansion/contraction of the device being prolonged/shortened in one part of each cycle, leading to a displacement of the time-averaged center of mass of the device. This displacement of the
center of mass produces a shift in the zero position of the balance beam when the device is powered that masquerades as thrust. In Fig. 4, if vibration was the cause and directional frictional effects in the balance beam, we should see that in either case and not just in device 1.

The obvious question is, why do we get thrust with device 1 and not with a very similar constructed device 4?

The answer is simply that the first and second harmonics need to be in phase for the Mach effect to work and to get thrust. In device 1 both first and second harmonics are in phase as you can see in Fig. 5. For device 4, the 1st and 2nd harmonics are out of phase by 90 degrees. This is the condition that kills the thrust of device 4. The harmonic phase difference would have no effect on heating or on a Dean drive type effects due to ratcheting in one direction, caused by vibration and friction effects in the balance beam. The only way to understand the lack of thrust is by application of the Mach Effect equations for the force. The first and second harmonics need to be in phase and on resonance with the device to obtain thrust.

### 2.2. MET -Thrust dependance on Voltage

The force equation prediction for the Mach effect is given by Woodward in his book [21] and in previous works [22], see Eq. (18) above. Here, we show data taken over a range of voltages to show consistency with the $V^4$ prediction. Our voltage range is not sufficient to prove the voltage scaling law for the thrust, 4 points is not nearly enough, but it does show consistent behavior at least with our force prediction as we show in the figures. See Fig. 6, for linear and quadratic curves fitted to the data. See Fig 7. for a quartic curve fitted to the data points for voltage verses thrust. The fit is very good for the quartic even with only 4 points and using the zero voltage zero thrust point. The error in the thrust measurements is $\pm 0.2 \mu N$. 

![Figure 3: Graph showing the thrust (in red) for device 4 and 1. Device 4 actually has a higher voltage applied (in blue) and yet shows no thrust. During these averaged data runs, there was an on resonance pulse for 3 seconds, followed by a 30KHz frequency sweep centered on the resonant frequency of the device, followed by another 3 second on resonant pulse and then quiescent data to show the noise level. The runs lasted 32 seconds each.](image-url)
Figure 4: Graph showing the thrust (in red) for device 4 and 1. The temperature of each device is shown in green. Since both devices show a temperature rise, clearly temperature is not responsible for the majority of the thrust seen.

Figure 5: The blue traces represent the device voltages. The yellow traces are the accelerometer reading for the devices. What changes is the relative phases of the mechanical response to the applied voltage. The blue curve goes as the first harmonic, the accelerometer varies as the second harmonic. In device 1 these harmonics are in phase, in device 4 they are 90 degree out of phase.
The mathematica fit to the data gave a cubic and a quartic of the form,

\[
F = -0.17 \times 10^{-6} + 4.9 \times 10^{-13} V^3 \\
F = 0.17 \times 10^{-6} + 2.137 \times 10^{-15} V^4
\]

for \(V\) in volts and \(F\) in Newtons. Using the following constants, \(\omega=228 \text{ Krad/s}\), corresponding to 36.3 KHz frequency, \(m_0 = 0.025 \text{ Kg}\), \(\rho_0 = 7.9 \times 10^3 \text{ Kg/m}^3\), \(K_p = 320 \times 10^{-12} \text{ m/V}\) and \(|K_e| = 0.22|K_p|\) from observation of power loss of -13 dB from first to second harmonics, \((Nf_p) = 2 \times 10^{-2} \text{m}\), corresponding to approximately 19mm, \(G = 6.672 \times 10^{-11} \text{ m}^3\text{s}^{-2}\text{Kg}^{-1}\) and \(c = 2.9979 \times 10^8 \text{ m/s}\). The first term is negligible (within the error of the thrust measurement) so that we may assume \((0,0)\) corresponding to zero volts gives zero thrust, to be a good point. Using these numbers we get for our force prediction a result,

\[
F \approx 2.14 \times 10^{-15} V^4,
\]

which agrees quite well with the Mathematica curve fit for the quartic. The resonant frequency \(\omega\) is dependent on the temperature and preload of the device. There will be a relationship between \(\omega\) and \(f_p\) and this will lead to a cancellation between the \(\omega^6\) and the \(f_p^3\) terms. We are also pursuing the Mason model for the piezoelectric and electrostrictive forces which leads to either a \(w^2\) or \(w^3\) dependence as shown above.

### 3. Conclusions

Einstein understood Mach’s principle, as a gravitational interaction between a test particle and the rest of the mass-energy of the universe, to be of a radiative nature and to act instantaneously. This is made possible if the gravitational interaction is carried by advanced waves as in the HN-theory. It has been shown that the Woodward result [21] for mass fluctuations can be derived from first principles from HN-theory [17, 16]. This is a generalization of Einstein’s General Relativity to include radiative effects and advanced waves. The advanced waves explain how momentum can be conserved in our devices. Experimentally we have shown that the thrust produced by these devices is not due to heating and it is not a Dean Drive type effect. The thrust is only seen in devices that have the first and second harmonic frequencies in phase. Finally the thrust appears to be consistent with a quartic power law for voltage, which is a signature of Mach effects.
Figure 7: Thrust dependence on voltage showing quartic fit. This assumes we can take (0,0) as a realistic point and that there are no unique features at low voltage. Note that given only 4 data points we cannot assume a definite result and show all fits for comparison with available data. There is also a reasonable fit for a cubic voltage dependance, only that goes negative at low voltages. It cannot yet be ruled out with only 4 data points.

We are currently modeling the device with COMSOL and ANSYS software. There have been two successful replications seeing the thrust from devices supplied by JFW. One result is still pending publication the second was by Nembo Baldrini in Austria [27]. Nembo’s most recent results are still pending publication.

Acknowledgments

JFW thanks N. Herbert for suggesting the voltage scaling test because of its unusual quartic signature in these devices. We thank A. Zachar for helpful discussions during the writing of this paper. One of us, NvR, thanks the Space Studies Institute (ssi.org, Mojave, California), for a research stipend which paid for accommodation and expenses for a summer trip to CSU Fullerton to work on this project 2015.

References


[16] H. Fearn, Mach’s principle, Action at a Distance and Cosmology, Accepted for publication in J. Mod. Phys. 6, 260-272 (2015), http://dx.doi.org/10.4236/jmp.2015.63031. See also arXiv:1412.5426 [gr-qc].


